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Introduction 

 
Notes/instructions on completing this template 
● Please complete all sections and all questions as far as possible 
● Where a question or section is not applicable, please mark as N/A 
● Where is overlap – or no change – to information previously submitted in company 

statement of commitments, please simply enter “refer to self-statement” 
● URLs or screenshots (with links) are particularly useful in illustrating individual points 
● Please add any additional information/data relevant to the submission at the end of the 

appropriate Principle 
● In case you have different solutions in EU markets, please provide examples in the 

relevant sections 
 
Contact details for any clarification or any assistance in completing this template: 
Brian O'Neill   Email: brian.oneill@dit.ie  Tel.  + 33 86 8030050 
Thuy Dinh       Email: thuy.dinh@dit.ie  Tel. + 353 1 402 4173 
 
 

 
1. Name of the company on whose behalf this submission is made: 
 

 
Google Inc. 

 
2. Country or primary markets where products/services are offered (in EU) to which this 
submission applies. Please indicate all EU-markets in which your company operates 
 

 
The submission applies to EU markets. 

 
3. Product(s) or services included within the terms of this submission  
 

 
1. Google Search  
2. YouTube  
3. Google Play 

http://www.ictcoalition.eu/commitments
mailto:brian.oneill@dit.ie
mailto:thuy.dinh@dit.ie
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4. Nature of activity 
 

 
X Manufacturers of desktop and laptop computers, mobile phones, tablets, TV set top boxes 
and gaming consoles 
☐ Network operators and connectivity providers  
☐ Online content provider  
X  Online service provider 
☐ Other (please specify):  ...................................................................... 
 

5. Person(s) completing the report 

 
    Name: Marco Pancini 
    Position: Senior Policy Counsel 
    Email:  pancini@google.com 
 

 

Principle 1 – Content 

 
Commitments  
Signatories should: 
• Indicate clearly where a service they offer may include content considered not to be 

appropriate for children and display prominently options which are available to control 
access to the content. This could include, where appropriate for the service, tools to 
manage access to certain content, advice to users or a recognised system of content 
labeling. 

• Display prominently and in an easily accessible location the Acceptable Use Policy, which 
should be written in easily-understandable language. 

• State clearly any relevant terms of service or community guidelines (i.e. how users are 
expected to behave and what is not acceptable) with which user generated content 
must comply. 

• Ensure that reporting options are in the relevant areas of the service. 
• Provide notice about the consequences for users if they post content which violates 

terms of service or community guidelines. 
• Continue work to provide innovative solutions able to support child safety protection 

tools and solutions. 
 

 
Please indicate, when relevant, the approach taken at Group/Corporate level and if you 
have different solutions in EU Market.  
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At Google we work hard to educate families about child safety on a global scale. 
 
Our Family Safety Center provides parents and teachers with tools across our products to 
help them choose what content their family see online. 
 
We also encourage users to report, or flag, inappropriate content, with mechanisms across 
products such as YouTube, Picasa, Blogger and Search. We have teams of people monitoring 
flagged content. In addition, through our product Help Centers, Google invites users to 
contact us directly with complaints about illegal content or abuse they encounter on the 
web or in its products. We have a legal team devoted to emergencies that also works with 
law enforcement to address child safety issues. 
 
We invest a lot of resource in providing free, easy-to-use tools that allow users to adjust 
their personal settings for example SafeSearch or the YouTube Safety Mode, restricting the 
accessibility of adult content. Please find set out below some examples: 
 
1. Uploader age-restrict feature 
This type of age-restriction is imposed by the uploader and is not a result of a review by 
YouTube. This feature gives uploaders more control over their content by allowing them to 
age-restrict their own videos. 
Viewers must be logged-in and 18 years of age or older to view age-restricted videos. These 
videos are also not shown when Safety Mode is turned on. Age-restricted videos will by 
default not show ads and cannot be monetized. 
In deciding whether to age restrict content, you should consider issues such as violence, 
disturbing imagery, nudity, sexually suggestive content, and portrayal of dangerous or illegal 
activities. For further clarification please refer to our Help Center article on Age-restrictions 
. 
Videos that have been proactively age-restricted by the uploader are, however, still subject 
to YouTube's Community Guidelines and can still be flagged by the YouTube Community. If 
YouTube determines a video should be age-restricted, a permanent age restriction will be 
applied, whether or not the video was restricted by the user. 
 
2. Using the age-restrict feature 
If you wish to age restrict your video, you can access the feature in two ways. 
During upload flow: 

1. Upload video to YouTube 
2. Click Advanced Settings 
3. Check the box provided under the Age-Restriction heading 

Through the video manager: 
1. Go to your Video Manager 
2. Click the "edit" option on the video you wish to age-restrict 
3. Check the box provided under the Age-Restriction heading 

 
3. Supervised users 
A supervised user is a special type of Chrome user who can browse the web with guidance. 

http://www.google.com/goodtoknow/familysafety/
https://support.google.com/websearch/answer/510?hl=en
https://support.google.com/youtube/answer/174084
https://support.google.com/youtube/answer/2802167
https://support.google.com/youtube/answer/2802167
http://www.youtube.com/my_videos?o=U
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Under the supervision of the manager who creates the profile, a supervised user can 
browse the web and sign in to websites and apps. Supervised users don't need a Google 
Account or an email address. 
As a manager of a supervised user, you can see the user’s browsing history, block specific 
sites, and approve which sites the user can see, all from the supervised users dashboard 
that is accessible from any browser. 
 
- Create a supervised user 
 
Windows, Mac, and Linux 

1. Click the Chrome menu  on the browser toolbar and select Settings. 
2. In the "Users" section, click Add new user. 
3. Choose a picture and enter a name for the supervised user. 
4. Check the box next to "This is a supervised user managed by <your email address>" 

If the checkbox is greyed out, you'll need to sign in to Chrome before you can 
proceed. 

5. You can create desktop shortcuts for each Chrome user on your computer. Desktop 
shortcuts provide quick access to each profile and each shortcut shows the unique 
name and picture of each Chrome user. 

6. Click Create. 
 
- Chromebooks 

1. On the main sign-in screen, click Add user on the lower-left corner to bring up the 
"Sign in" dialog. The sign-in screen can support up to 18 unique users. 

2. On the right hand side of the screen, click Create a supervised user. 
3. Click Create a supervised user. 
4. Log in to the account that will manage the supervised user and click Next. Note: If 

you have not yet set up an account to be the manager of the user, you will need to 
add an account to the device first. 

5. Select a username, password, and picture for the supervised user. 
6. Click Next. Note: If you are signing in to your Google Account as a manager for the 

first time on a device, it may take a little while to finish setting up the supervised 
user. Learn more about not being able to create a supervised user. 

 
Creating a supervised user in Chrome is not the same as adding another user on your 
operating system. A supervised user is an additional Chrome user, and can close the 
supervised user windows and access other Chrome users available on the computer. If you 
are the manager of a supervised user, you can always remove your own Chrome profile 
from the computer or sign out of Chrome before handing it off to a supervised user. 
Permissions 
By default a newly created supervised user can view all websites. Learn how to set up 
advanced website permissions. 
 
4. SafeSearch 
SafeSearch is turned on by default for supervised users. SafeSearch filters help prevent 

https://www.chrome.com/manage
https://support.google.com/chrome/answer/185277
https://support.google.com/chrome/answer/3477283
https://support.google.com/chrome/answer/3477268
https://support.google.com/chrome/answer/3477268
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adult content from appearing in the supervised user’s search results. Learn more about 
SafeSearch settings. 
 
 

 
1. Do you provide a mechanism for consumers to provide feedback, report an issue or file 
a complaint about the appropriateness of a piece of content? 
 

X Yes  
☐ No 
☐ Not applicable (please explain):  ............................................................. 
 
If yes, please provide details:   
 
Community flagging is an important part of YouTube, allowing us to maintain a safe and 
vibrant platform with the help of our users.  
 
Millions of users report potential violations of our Community Guidelines by selecting the 
“Flag” link when they encounter inappropriate content. This reporting mechanism is 
straightforward and easily navigable for users of any age. For example, on YouTube, Users 
are able to select from a list of over a dozen reasons for flagging a video and are given the 
opportunity to provide additional information, such as the specific time when the 
objectionable material appears in the video. Every flagged video is promptly reviewed for 
compliance with our Community Guidelines. Dedicated YouTube staff review videos 24 
hours a day, seven days a week. If a flagged video is found to violate our Community 
Guidelines, we remove it. If not, the video will stay on the site. In certain cases, a video that 
is flagged, but that does not violate our Community Guidelines, may be age-restricted. 
Minors or users without an account will not be able to view age-restricted content. 
 
Whenever possible, we notify complainants of the actions we take and share a copy of 
qualifying notices for some of our products with the public site Chilling Effects. We also 
provide information about how we handle government requests for content removal, 
including court orders, in our Transparency Report. 
 

 
2.  Do you offer a means for restricting / blocking access to potentially inappropriate 
content for users of your service or product? 
 

https://support.google.com/websearch/topic/3037065?
https://support.google.com/websearch/topic/3037065?
https://support.google.com/websearch/topic/3037065?
http://www.chillingeffects.org/
http://www.google.com/transparencyreport/
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X Yes  
☐ No 

☐ Not applicable (please explain):  ............................................................. 

 
If yes, please provide details of mechanisms in place:   
 
We invest a lot of resource in providing free, easy-to-use tools that allow users to adjust 
their personal settings, for example SafeSearch or the YouTube Safety Mode, restricting the 
accessibility of explicit content. We also provide flagging tools wherever user generated 
content is present and review every complaint all around the world. We have a legal team 
devoted to emergencies that also works with law enforcement to address child safety 
issues. On YouTube, to make the flagging process more efficient, we invite a small set of 
users who flag content regularly to join our Deputy Program. Membership in the Deputy 
Program gives users access to more advanced flagging tools as well as periodic feedback, 
making flagging more effective and efficient. 
 
A positive online experience is very important for children and their parents. This is why we 
have invested a lot in helping parents with the challenges of digital parenting. Two of the 
projects we have supported to create a positive content approach are the following:  

● fragFINN is a search engine for kids based on a whitelist consisting of child-
appropriate websites, co-founder and member of the managing committee for the 
registered association fragFINN, provision of Google search technology. 

● Juki is a media platform for kids that combines a video community, interactive 
lessons, animation studio and encyclopedia, co-founder with DKHW, FSM und FSF, 
co-funded by the German Ministries of families and culture. 
 

3. Do you provide any information, educational resources or advice for users in any of the 
following areas? 
(tick as many as apply)  

https://support.google.com/websearch/answer/510?hl=en
https://support.google.com/youtube/answer/174084
http://www.fragfinn.de/
http://www.juki.de/
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X Content classification or labeling guidelines 
X How to block or restrict access to content 
X How to report or flag content as inappropriate 
X Safe searching 
X LƴŦƻǊƳŀǘƛƻƴ ŀōƻǳǘ ȅƻǳǊ ŎƻƳǇŀƴȅΩǎ ŎƻƴǘŜƴǘ ǇƻƭƛŎȅ ƛƴ ǊŜƭŀǘƛƻƴ ǘƻ ŎƘƛƭŘǊŜƴ 
☐ Not applicable (please explain):  ............................................................. 

 
 
If yes, please provide details including the format of any material provided (video, text, tips, 
games, FAQs, etc.):   
 
Google is committed to educating families on using the internet safely. We have our own 
dedicated website - Good to Know - which educates all users about how to stay safe online. 
Good to Know provides families with tips and advice on how users can help protect 
themselves and their family from identity theft, con-artists and fraudsters online. They can 
also learn how to make their computer or mobile device more secure, and get more out of 
the web.  We used Safer Internet Day this year to drive awareness about these resources by 
running a promotion of Good to Know portal on our homepage. 
 
We also collaborate with the experts, such as Beatbullying and Childnet in the UK. We run 
education projects around the world, such as our Génération Numérique program in France 
which saw 26 digital literacy coaches visit nearly 1800 schools, training 510,000 kids, 
130,000 parents and 7500 teachers. In the UK, we teamed up with Citizens Advice Bureau to 
run a multi-million pound Good to Know campaign encouraging users to take simple steps 
to improve online their safety. We ran a huge marketing campaign across the country in 
newspapers, on public transport, and online.  
 
We also have to keep in mind that a major online safety tool for our children is teaching 
personal responsibility, respect for others and themselves both online and off. 
We are happy to contribute to these efforts with lesson plans and information material on 
how to be a responsible citizen  like the YouTube Digital Citizenship Curriculum we 
developed or the “Web we Want” handbook on rights and responsibilities online we 
supported. 
 

4. Where is your company’s Acceptable Use Policy (AUP) located?  

 
There is a link to product specific AUPs in every page of our services. 

5. Does the AUP or separate give clear guidelines with which user generated content must 
comply (including details about how users are expected to behave and what is not 
acceptable)?  

http://www.google.com/goodtoknow/
http://www.google.com/goodtoknow/
http://www.google.com/edu/teachers/youtube/curric/
http://webwewant.eu/
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X Yes  
☐ No 
☐ Not applicable (please explain):  ............................................................. 
 
If yes, please identify relevant policy:   
 
The YouTube Community Guidelines are like the rules of the road for our users and they 
outline what type of behaviour is unacceptable on the platform, for example, hate speech, 
bullying and spam. They are written in clear and easy-to-understand language. We also 
created a YouTube Policy and Safety Hub where we include information, tips and tools for 
users and where we answer a lot of policy related questions that users may have, such as, 
the type of content will is age-restricted. 
 

 
6.  Do you provide notice about the consequences for users if they post content which 
violates terms of service or community guidelines? 
 

 
X Yes  
☐ No 
☐ Not applicable (please explain):  ............................................................. 
 
If yes, please identify relevant policy:   
 
Our Community Guidelines and content policies explain that violations will result in 
penalties or even termination of an account. For example on YouTube, if a user accrues 
three account strikes in a 6 month period, then their account will be terminated. In certain 
serious cases, accounts may be terminated straight away. In addition, the Reporting and 
Enforcement section of the Policy and Safety Hub contains plenty of information on account 
strikes and terminations.  
 
On YouTube, we have a page dedicated to our policies with the regards to Harassment and 
cyberbullying, where we state clearly that: ‘When content violates our harassment policy, 
the person who posted that content will receive a strike against their YouTube account. 
Accounts that are dedicated to harassing a particular user or the community at large will be 
terminated.’ 
 

 

Principle 2 – Parental Controls 

 

Commitments 
Signatories should assist parents to limit their children’s exposure to potentially inappropriate 
content and contact. 
 

http://www.youtube.com/t/community_guidelines
http://www.youtube.com/yt/policyandsafety/
http://www.youtube.com/yt/policyandsafety/reporting.html
http://www.youtube.com/yt/policyandsafety/reporting.html
https://support.google.com/youtube/answer/2801920
https://support.google.com/youtube/answer/2801920
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● Manufacturers should optimise hardware design to provide products which simply and 
clearly help parents to set appropriate levels of control on devices. 

● Network providers should provide necessary tools and settings across their services to 
enable parents to set appropriate levels of control. 

● Service and content providers should make available the necessary tools and settings 
across their services to enable parents to set appropriate levels of control 

 

 

Please indicate, when relevant, the approach taken at Group/Corporate level and if you 
have different solutions in EU Market.  

 
We build tools and controls into our products that help you manage your online experience. 
Learn about SafeSearch, YouTube Safety Mode, and content filtering on Android below. 
 
Google SafeSearch 
SafeSearch is designed to screen sites that contain sexually explicit content and remove 
them from your search results. 
Learn how to modify your computer’s SafeSearch settings. 
 
SafeSearch Lock 
If you are worried about others changing the SafeSearch setting without your knowledge, 
you can protect it with a password using SafeSearch Lock. Once locked, the Google search 
results page will be visibly different to indicate that SafeSearch is locked. 

 

Even from across the room, the colored balls give parents and teachers a clear visual cue 
that SafeSearch is still locked. And if you don’t see them, it’s quick and easy to verify and re-
lock SafeSearch. 
Learn how to activate SafeSearch lock 
 
SafeSearch on your phone 
SafeSearch is accessible on your mobile device by using the browser to access the Google 
homepage. 

http://support.google.com/websearch/bin/answer.py?hl=en&answer=510
http://support.google.com/websearch/bin/answer.py?hl=en&answer=144686
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Learn how to modify your mobile device’s SafeSearch settings. 
 
YouTube Safety Mode 
We have Community Guidelines for YouTube that describe the type of content that is and 
isn’t allowed on the site. However, there may be cases when you’d prefer to screen out 
content even though it meets our guidelines. 
Opting in to Safety Mode means that videos with mature content or that have been age-
restricted will not show up in video search, related videos, playlists, shows or films. It is also 
designed to hide objectionable comments. Safety Mode on YouTube does not remove 
content from the site, but rather helps hide it from users who opt in. 
Learn how to turn on and lock Safety Mode on YouTube. 
 
Content filtering on Android 
Google Play requires developers to label their applications according to the Google Play 
ratings system, which consists of four levels: Everyone, low maturity, medium maturity, or 
high maturity. Using a PIN code, users can lock a setting to filter apps on their devices so 
that only apps deemed appropriate for use can be displayed and downloaded. 
Developers are responsible for rating the apps they upload to Google Play accurately. If 
users come across incorrectly rated apps, they can flag such apps for review. We will 
evaluate each case according to our guidelines. 
Learn how to modify your content filter settings on Android. 
 
On how to create a Chrome supervised user, see here. 
 

 
1. Please outline the availability of any parental control tools and settings across your 
product or service that allows parents to set appropriate levels of control? Include 
relevant links/ screenshots where available: 
 

 
On Android 4.3, we feature "Restricted Profiles". As the tablet/phone owner, you can create 
restricted profiles that limit the access that others have to features and content on your 
tablet. For example, you can create restricted profiles to prevent family members who may 
have access to your tablet/phone from viewing mature content. 
 

 
2. If applicable, please describe the features offered by the parental controls? E.g. 
restricting web access, customization, monitoring, other restrictions….. 
 

  
Google has built a number of tools that parents can use to help keep content they would 
rather not see from popping up on the family computer. It takes less than five minutes to 
turn them on, so follow the steps below to help make your search results more family-
friendly. 

http://support.google.com/mobile/bin/answer.py?hl=en&answer=37385
http://support.google.com/youtube/bin/answer.py?hl=en&answer=174084
http://support.google.com/googleplay/android-developer/bin/answer.py?hl=en&answer=188189
http://support.google.com/googleplay/bin/answer.py?hl=en&answer=1075738
https://support.google.com/chrome/answer/3463947
https://support.google.com/nexus/answer/3175031?hl=en
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1. Turn on SafeSearch in Google Search 
Turning on SafeSearch is an easy way to help you hide images, search results and videos 
intended just for adults. Itis especially helpful if youare concerned about the content that 
might pop up on your family computer, and it’s easy to turn on. Just visit the Google Search 
Settings page, go to the "SafeSearch filters" section, and check the box to filter mature 
content from Google Search result pages. These preferences will apply for any searches 
done using that browser on your computer. If you have multiple browsers on your family 
computer, you might want to turn SafeSearch on for each one. 
 

 
You can turn SafeSearch on or off from the Search Settings page 

 
2. Save and lock your preferences 
Once you have set your preferences, make sure to click the Save button at the bottom of 
the page. And if youare signed in to your Google Account, you can also lock the SafeSearch 
filter so others cannot change your preferences—just click “Lock SafeSearch.” Now the 
setting is protected with your Google Account password. While no filter is a 100 percent 
perfect, with SafeSearch on you can feel more confident browsing the web with your family.  
 
3. Turn on YouTube Safety Mode  
YouTube Safety Mode helps you and your family avoid videos that might be OK with our 
Community Guidelines, but you might not want popping up on your family computer. 
Turning on Safety Mode in YouTube takes just one step. Scroll down to the bottom of any 
YouTube page and click on the button that says “Safety” at the bottom of the page—now 
you can choose your preferences for Safety Mode.  
 

https://support.google.com/websearch/answer/510?hl=en
http://www.google.com/preferences
http://www.google.com/preferences
http://www.google.com/preferences
http://support.google.com/youtube/bin/answer.py?hl=en&answer=174084
http://www.youtube.com/t/community_guidelines
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Click the button that says “Safety” at the bottom of any YouTube page, and then choose 
your preferences 
 
4. Lock your Safety Mode preferences 
Just like with Safe Search, you can also log in with your Google Account and lock YouTube 
Safety Mode on each one of your computer’s browsers. It will filter videos with mature 
content, so they won’t show up in video search results, related videos, playlists, shows or 
films. YouTube Safety Mode will also help hide objectionable comments. 
 
5. Turn on SafeSearch on mobile 
SafeSearch is available on your phone or other mobile device, as well as the web. You can 
turn on SafeSearch for Google on your mobile device by opening your phone’s browser and 
visiting google.com/preferences. Scroll to the SafeSearch Filters section to select what level 
of filtering you would like to enable. Be sure to tap “Save Preferences” after you have made 
your selection.  
 
To enable SafeSearch on YouTube’s mobile app, first open your settings, then press 
“Search.” From there, select “SafeSearch Filtering” and select moderate or strict filtering.  
 
Helping your family have a positive and safe experience with Google is important to you, 
and is important to us, too. Thatis why we have partnered with parents and experts on free 
and easy to use tools and resources to help your family stay safe and secure when browsing 
online.  
 

 
3. In relation to parental controls, which of the following educational and information 
resources to do you offer?   

http://support.google.com/youtube/bin/answer.py?hl=en&answer=174084
http://support.google.com/youtube/bin/answer.py?hl=en&answer=174084
http://google.com/preferences
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(tick as many as apply) 
 

 
X Company policy in relation to use of parental controls 
X Guidance about how to use parental controls 
X Educational or awareness-raising resources about the use of parental controls 
X A promotional or marketing channel for the uptake of parental controls 
X External links to educational material/resources about the use of parental control 
 
At Google we work hard to educate families about child safety. Here are a few highlights of 
our work around teaching families how they can stay safe while surfing the web: 
Good to Know website has a wealth of actionable tips and advice to help users stay safe and 
secure online. Users can learn how to make their computer or mobile device more secure, 
and get more out of the web—from searching more effectively to making calls from their 
computer. And they can find out more about how Google works to make them, their device 
and the whole web safer.  
 
Our Family Safety Center is a one-stop shop that provides step-by-step instructions for using 
safety tools built into Google products and other best practices for families to consider: 

1. This includes locking SafeSearch and YouTube Safety Mode to control the content 
family members come across, and using controls in YouTube, Google+, Picasa, 
Blogger to ensure that videos, photos and posts are shared only with the right 
people. 

2. To answer questions about specific topics that are most concerning to parents, such 
as accessing inappropriate content and meeting strangers online, we asked experts 
from partner organizations to contribute advice.  

3. For some first-hand tips, we conducted a series of video interviews with parents at 
Google that can be found on our Family Safety YouTube Channel.  Tactics they share 
range from limiting screen time to ad hoc checks on browser history and social 
networking profiles. 

 
We celebrate Safer Internet Day. In the past few years, we have promoted Safer Internet 
Day with a promotion on our Google Search homepage and raised awareness with family 
safety partners globally.  
 

 
4. Please outline any additional safety tools or solutions not detailed above that relate to 
parental controls, including any planned implementation of new features or procedures?  
 

 
N/A 

 

http://www.google.com/goodtoknow/
http://google.com/familysafety
http://www.saferinternet.org/web/guest/safer-internet-day
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Principle 3 – Dealing with abuse/misuse 

 

Requirements 
Signatories should: 

● Provide a clear and simple process whereby users can report content or behaviour 
which breaches the service’s terms and conditions. 

● Implement appropriate procedures for reviewing user reports about images, videos, 
text and other content or behaviour. 

● Provide clear information to users on all available report and review procedures. 
● Place and review regularly links to these reporting options in appropriate areas of the 

service (e.g. where users view user-generated content or interact with other users) 
and provide guidance on what to report. 

● Place links to relevant child welfare organisations or specialist providers of advice 
(e.g. about anorexia or bullying) and other confidential helplines/support services in 
appropriate areas. 

● Ensure that moderators who review user reports are properly trained to determine 
or escalate content or behaviour presented to them 

 

 

 
Please indicate, when relevant, the approach taken at Group/Corporate level and if you 
have different solutions in EU Market.  
 

 
 

 
1. Please provide details of company policy relating to abuse and misuse (involving 
images, videos, text and other content or behaviour) on your product or service. 
 

 
See above. You can find more all the information in our Family Center. 

 
2. Please describe the process or mechanism available for users to report abuse/misuse 
(involving images, videos, text and other content or behaviour) on your product or 
service). 
 

 
See above. You can find more all the information in our Family Center. 
 
[Please provide details including links or screenshots as relevant] 
 

http://www.google.com/goodtoknow/familysafety/abuse/
http://www.google.com/goodtoknow/familysafety/abuse/
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3. Where is the reporting button/ mechanism located?   
(tick any that apply) 
 

 
X On each page of the website/service  
X Close to the point where such content might be reported 
X In a separate location such as a safety page 
☐ In a browser extension 
☐ In a separate app for a connected device 
☐ Other (please specify): ....................................................... 

 
4. Who may use such a reporting mechanism? 
(tick any that apply) 
 

 
☐ Only registered user/profile in which content is located  
X  All registered users of the product/service? 
☐ Everyone including non-users, e.g. parents/teachers who are not registered for the service 
☐ Other (please explain):  ....................................................... 

 
5. Which kinds of content can users report? 
 

 
We also encourage users to report, or flag, inappropriate content or conduct, with 
mechanisms across products such as YouTube, Picasa, Blogger and Search -- for example, 
users can report bullying and harassment, hate speech, or spam. We have teams of people 
monitoring flagged content 24/7. In addition, through our product Help Centers, Google 
invites users to contact us directly with complaints about illegal content or abuse they 
encounter on the web or in its products. 
You can find more all the information in our Family Center. 

 
6. Which of the following information do you provide to users? 
(tick any that apply) 
 

http://www.google.com/goodtoknow/familysafety/abuse/
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X Advice about what to report 
X Advice about how to make a report  
X Pre-defined categories for making a report 
X How reports are typically handled 
X Feedback to users 
X Other website/external agency for reporting abuse/ misuse content? 
☐ Other (please specify): .............................................. 

 
7. Please provide details of any other means, in addition to a reporting button/icon, to 
report content or behavior which breaches your service’s terms and conditions 
 

 
The Reporting and Enforcement section of the Policy and Safety Hub includes additional 
reporting options for users including privacy complaints and the Help and Safety Tool 
(http://www.youtube.com/yt/policyandsafety/reporting.html). 
 

 
8. Please outline briefly any other procedures or programmes offered by your service not 
detailed above that relate to abuse /misuse. 
 

 
Another innovative way YouTube is experimenting in order to empower our top flaggers to 
flag more volume, with more accuracy and keep our platform clean is the YouTube Deputize 
Program. It is an invitation-only program that grants more tools to our top flagging users, as 
well as interested agencies and non-profit organizations. 
 
With 100 hours of video uploaded to YouTube every minute, it is simply not possible to pre-
screen content. To ensure that YouTube's Community Guidelines are followed, we have a 
community flagging system which allows users to report potential violations to us. Once a 
user flags a video, a review is triggered. Our policy enforcement team reviews flagged 
content 24 hours a day, 7 days a week, promptly removing material that violates our 
policies. 
 
To make the flagging process more efficient, we invite a small set of users who flag content 

regularly to join our Deputize Program. Membership in the Deputize Program gives users 

access to more advanced flagging tools as well as periodic feedback, making flagging more 

effective and efficient. As always, the policy team at YouTube makes the final decision of 

whether content should be removed. 

 

 

Principle 4 – Child Sexual abuse content or illegal contact 

http://www.youtube.com/yt/policyandsafety/reporting.html
http://www.youtube.com/t/community_guidelines
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Requirements 
Signatories should: 

● Co-operate with law enforcement authorities, as provided for in local law, regarding 
child sexual abuse content or unlawful contact. 

● Facilitate the notification of suspected child sexual abuse content to the appropriate 
law enforcement channels, in accordance with existing laws and data protection 
rules. 

● Ensure the prompt removal of illegal child sexual abuse content (once it has been 
confirmed as illegal by the relevant public authority) in liaison with national law 
enforcement. 

● Provide relevant additional information and/or links to users so they can make a 
report or obtain information about appropriate agencies or organisations that users 
can contact about making a report or obtaining expert advice, at national and EU 
level (e.g. law enforcement agencies, national INHOPE hotlines and emergency 
services). 

 

 

 
Please indicate, when relevant, the approach taken at Group/Corporate level and if you 
have different solutions in EU Market.  
 

Fighting the sexual exploitation of children is a crucial issue for society, and companies like 
Google have a responsibility to help tackle this problem.  By partnering with leading 
organizations, we facilitate collaboration, the development of technical solutions and 
information-sharing among the anti-trafficking and anti-child-abuse community as well as 
the international hotline network and centers for missing children. We have long term and 
close relationships with national hotlines like NCMEC, IWF, the FSM and others. Hotlines 
play a central role in the international fight against child abuse images. And INHOPE plays a 
very important role in coordinating the hotlines across the world, setting common high 
standards and facilitating the exchange of experiences amongst hotlines.  
 
Since as early as 2006, Google has employed teams across Google (the world?) to help 
detect, report and remove child sexual abuse imagery (CSAI).  We actively remove child 
sexual abuse imagery from our services and immediately report abuse to the authorities. 
This evidence is regularly used to prosecute and convict criminals. Just recently, we had 
over 200 passionate individuals, across 16 teams, investigate more into what we can do.  
The result of this company-wide effort was ambitious and impactful.   
 

● Cleaning up search: We've fine tuned Google Search to prevent links to child sexual 
abuse material from appearing in our results. While no algorithm is perfect – and 
Google cannot prevent paedophiles adding new images to the web – these changes 
have cleaned up the results for over 100,000 queries that might be related to the 
sexual abuse of kids. As important, we will soon roll out these changes in more than 
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150 languages, so the impact will be truly global. 
● Deterrence: We're now showing warnings – from both Google and charities – at the 

top of our search results for more than 13,000 queries. These alerts make clear that 
child sexual abuse is illegal and offer advice on where to get help. 

● Detection and removal: There is no quick technical fix when it comes to detecting 
child sexual abuse imagery. This is because computers cannot reliably distinguish 
between innocent pictures of kids at bathtime and genuine abuse. So we always 
need to have a person review the images. Once that is done – and we know the 
pictures are illegal – each image is given a unique digital fingerprint.  Microsoft 
deserves a lot of credit for developing and sharing its picture detection technology. 
But paedophiles are increasingly filming their crimes. So our engineers at YouTube 
have created a new technology to identify these videos. We are already testing it at 
Google, and in the new year we hope to make it available to other internet 
companies and child safety organisations. 

● Technical expertise: There are many organisations working to fight the sexual 
exploitation of kids online – and we want to ensure they have the best technical 
support. So Google plans to second computer engineers to both the Internet Watch 
Foundation (IWF) here in Britain and the US National Center for Missing and 
Exploited Children (NCMEC). We also plan to fund internships for other engineers at 
these organisations. This will help the IWF and NCMEC stay one step ahead. 

 
The sexual abuse of children is a global challenge, and success depends on everyone 
working together – law enforcement, internet companies and charities.  
 
 

 
1. Which of the following mechanisms are provided on your product or service to 
facilitate the notification or reporting of suspected child abuse content?  
(tick any that apply) 
 

 
☐ Company-own hotline reporting button or telephone number 
X   Link or button for external national or regional INHOPE hotline  
☐ Emergency services 
☐ Law enforcement agency 
☐ Other external agency (please specify):  

 
2. Please outline briefly the procedures to be followed if illegal content were to be 
discovered on your service. 
 

 
Detection and removal 
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For referrals of child sexual abuse imagery, we rely on the public and from organizations like 
IWF and NCMEC.  That is because there is no quick technical fix when it comes to detecting 
child sexual abuse imagery. Computers cannot reliably distinguish between innocent 
pictures of kids at bathtime and genuine abuse. So we always need to have a person review 
the images. Once that is done – and we know the pictures are illegal – each image is given a 
unique digital fingerprint.   We take the unique digital fingerprint, also called a hash, and 
scan it against our platforms to find duplicates, which we then also quickly remove and 
report to the National Center for Missing and Exploited Children (NCMEC) and relevant 
authorities.  
 
We have been working with Industry to share hashes of known child sexual abuse imagery -- 
through NCMEC and the Thorn Foundation -- whereby removal and reporting will be ever 
more efficient and fast across companies and platforms.  
 

 
3. Do you provide links to any of the following to enable users gain additional information 
in relation to child sexual abuse content or illegal contact?  
(tick any that apply) 
 

 
X Links to relevant child welfare organizations/specialist providers of advice  
☐ Other confidential helplines/support services   
X  Law enforcement agencies 
X INHOPE 
X Other (please specify): Deterrence: We're now showing warnings – from both Google and 
charities – at the top of our search results for more than 13,000 queries. These alerts make 
clear that child sexual abuse is illegal and offer advice on where to get help. 

 
4. Please outline briefly any additional procedure in place within your company not 
detailed above to ensure that you comply with local and/ or international laws with 
regard to child sexual abuse and other illegal content? 
 

 
Google has been working on fighting child exploitation since as early as 2006 when we 
joined the Technology Coalition, teaming up with other tech industry companies to develop 
technical solutions. Since then, we have been providing software and hardware to help 
organizations all around the world to fight child abuse images on the web and help locate 
missing children.  
 
There is much more that can be done, and Google is taking our commitment another step 
further through a $5 million effort to eradicate child abuse imagery online. Part of this 
commitment will go to global child protection partners like the National Center for Missing 

http://googleblog.blogspot.com/2006/08/coalition-against-child-pornography.html
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& Exploited Children and the Internet Watch Foundation. We’re providing additional 
support to similar heroic organizations in the U.S., Canada, Europe, Australia and Latin 
America.  
 
Since 2008, we have used “hashing” technology to tag known child sexual abuse images, 
allowing us to identify duplicate images which may exist elsewhere. Each offending image in 
effect gets a unique ID that our computers can recognize without humans having to view 
them again. Recently, we have started working to incorporate encrypted “fingerprints” of 
child sexual abuse images into a cross-industry database. This will enable companies, law 
enforcement and charities to better collaborate on detecting and removing these images, 
and to take action against the criminals. Few months ago for this reason we have also 
announced a $2 million Child Protection Technology Fund to encourage the development of 
ever more effective tools.  
 

 

Principle 5 – Privacy and Control 

 

 
Requirements 
Signatories should: 

● Manage privacy settings appropriate for children and young people in ways that 
ensure they are as safe as is reasonably possible. 

● Offer a range of privacy setting options that encourage parents, children and young 
people to make informed decisions about their use of the service and the 
information they post and share with others online. These options should be easy to 
understand, prominently placed, user friendly and accessible. 

● Take steps, where appropriate and in accordance with legal obligations, to raise user 
awareness of different privacy controls enabled by services or devices and enable 
users to use these as appropriate. 

● Make reasonable efforts to raise awareness among all parties, service, content, 
technology and application providers, including public bodies, of industry good 
practice in relation to the protection of children and young people online 
 

 

 
Please indicate, when relevant, the approach taken at Group/Corporate level and if you 
have different solutions in EU Market.  
 

 
Google offers many services that allow you to share information, from Gmail to YouTube to 
Google+. Sharing controls in these products put you in control of what content you share 
online, including photos, personal blogs, and profile information, by allowing you to share 
this content with as many or as few people as you choose. 
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You can find more information about Google and privacy on our Policies & Principles site 
and YouTube channel. 
 
Google+ 
We designed Google+ with privacy in mind. A number of different features provide you with 
transparency and choice over who can see what type of information you post or share, 
including circles which allow you to select exactly who sees your posts, notification settings 
which allow you to specify who can contact you, and visibility settings allowing you to make 
your profile private. Visit our Google+ Safety Center for more tips on keeping your family 
safe while using social networks. 
 
YouTube 
Sometimes you might just want to keep your family videos to yourself or only share them 
with select people. You can do so on YouTube by choosing either unlisted or private when 
you upload your video. 
 
 
Gmail 
We built Gmail to improve the experience of using email, and we continue to develop 
innovative new features to make your experience better—which includes working to 
protect your security and privacy. Gmail offers a variety of tools to help you protect your 
data including virus scanning, spam filtering, HTTPS access and 2-step verification. 
 
Blogger 
On Blogger, your blog is completely public by default, and can be read by anyone on the 
internet. If you’d like to keep it private, you can limit the viewers of your blog to only people 
you choose to invite. 
 
Android devices 
On Android devices you can turn off geolocation for all apps and websites. Visit the 
“Location and Security” or “Location services” menu under Settings to do this. Once turned 
off, if an app or website wishes to access location information, it will ask you to change your 
settings or work without this information. 
 
Android Apps 
When you download an Android app from Google Play, the app must ask you for permission 
to use geolocation. It must also specify how granular the location information is which it is 
asking for. Depending on the app, this information could be used in a variety of ways 
whether that’s providing targeted results, or publishing your location on the web. 
 
Chrome 
We built Chrome not only to be faster, but also to put you in control of your private 
information while helping protect the information you share when you’re online. Chrome 
offers several features that help you manage your privacy including incognito mode and 
settings that help you manage your preferences for cookies, images, JavaScript and plugins 
on a site-by-site basis. 

http://www.google.com/policies/
http://www.youtube.com/googleprivacy
http://www.google.com/intl/en/+/safety/
http://support.google.com/youtube/bin/answer.py?hl=en&answer=181547
https://support.google.com/mail/bin/static.py?hl=en&page=checklist.cs&tab=29488
http://support.google.com/blogger/bin/answer.py?hl=en&answer=42673
https://support.google.com/chrome/topic/14666?hl=en&ref_topic=14662
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1. Please provide details of your company’s published privacy policy in relation access, 
collection, sharing and further use of data from minors under the age of 18 when utilizing 
your product or service? 
 

 
We are committed to improving your security, protecting your privacy, and building simple 
tools to give you choice and control -- this is true for adults and teens alike. We work 
continuously to ensure strong security, protect your privacy, and make Google even more 
useful and efficient for you. We give you the tools and controls to decide what you share, 
with whom and how—and we make it safe and hassle-free.  Google, like many online 
platforms, have age requirements for creating accounts.   
 
We ask all of our users to review our content policies and community guidelines, as they 
outline what content and behavior is acceptable on the platforms. 
 
Tools 

● Inappropriate content: If you see a video that you feel is inappropriate or which may 
violate our Community Guidelines, flag the video. This is the fastest way to bring 
potentially inappropriate content to our attention. YouTube policy specialists review 
flagged videos 24 hours a day, 7 days a week. 

● Privacy: If you feel that your child’s privacy has been violated (e.g. use of image or 
personal information without consent), please visit our Privacy Guidelines, where 
you can learn more about our privacy policy and how to file a privacy complaint. 
Visit the Privacy section of our Safety Center to learn even more. 

● Harassment and cyberbullying: 
○ If your teen is being harassed by someone on YouTube, direct them to block 

the user. This will help prevent further communication from the unwanted 
user. 

○ If the harassment persists, please review the harassment article within our 
Safety Center for harassment prevention information. 

○ If you or your teen wish to report harassment in videos, channels/profiles or 
comments, you may do so via our reporting tool. 

● Safety Mode: Enabling this setting allows you to specify that you do not want to see 
potentially objectionable content on YouTube. Learn more about Safety Mode. 

● Moderating channel comments: There are tools available that allow your child to 
remove comments posted on their channel, or moderate them before they appear 
on your channel. To learn more read our article on moderating channel comments. 

● Visit your teens’ channel: Take a look at what your teen is posting on their channel. 
Check out their favorites and which YouTube channels they are subscribed to. 
Favorites and subscriptions can give you clues about what they are watching on the 
site. 

● Privacy and safety settings: YouTube has a range of tools and settings help users 

https://support.google.com/accounts/answer/1350409?hl=en
http://www.youtube.com/t/community_guidelines
http://support.google.com/youtube/bin/answer.py?answer=2802027
http://www.youtube.com/t/privacy_guidelines
http://support.google.com/youtube/bin/answer.py?hl=en&answer=142443
http://support.google.com/youtube/bin/request.py?contact_type=abuse&hl=en-US
http://www.google.com/support/youtube/bin/answer.py?answer=56113
http://www.google.com/support/youtube/bin/answer.py?answer=56113
http://support.google.com/youtube/bin/answer.py?answer=2802268
http://www.youtube.com/reportabuse
http://www.youtube.com/reportabuse
http://support.google.com/youtube/bin/answer.py?answer=174084
http://support.google.com/youtube/bin/answer.py?hl=en&answer=111870
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manage their experience on the site. To learn more about the  resources that are 
available to your teen please visit our privacy and safety settings page. 

 

 
2. Are distinct privacy settings deployed to prevent access to information on for users 
under the age of 18? 
 

 
X  Yes   
ἦ No 

ἦ  Not applicable (please explain): ...................................................... 

 
If yes, please briefly outline available age-appropriate privacy settings (Provide details 
including relevant links/ screenshots on your website) 
 
G+ setting defaults for youth  
When we know a user’s age, we apply age-appropriate default settings for teens to 
promote safe use. As we carefully developed Google+ for teens, we aimed to foster safety 
alongside self-expression.  The result was age-appropriate defaults for teens around sharing 
and content visibility, with extra guidance on features offered in Google+.   
 
Understanding that no teens are the same, we empower them to modify these settings 
based on their own choices.  Equipping teens and parents with the right information and 
providing safety features is a critical strategy for promoting safe online behaviour.       
 

● For example:  Google+ has settings to help users control who can notify them. For 
many of these settings, we have set the default for teens to the people in ‘your 
circles’ (for 18+, the default is “Anyone”). This means that, unless they change their 
settings, they won’t see comments from people outside their circles on their public 
posts, and those people can’t contact them via Google+ (except for a “Joe added you 
to his circles” notification). 

 
In the offline world, teens can better share the right things with the right people. With 
Google+, we want to help teens build meaningful connections online by providing choice, 
education, and safety settings. 
 

● For example:  When teens add “Public” or “Extended Circles” to their post, we will 
give them a reminder about who will potentially be able to see their post. They can 
then decide if they really want to tell everyone about what they ate for lunch. 

 
YouTube age-restricted content 
Our Community Guidelines are clear about what is allowed on YouTube and what is not. 
There is, however, a category of content that does not breach our terms of use, but which 
still could be determined to be inappropriate for users under the age of 18. These videos 
are age-restricted. Content deemed age-restricted after staff review is only viewable by 

https://support.google.com/youtube/topic/2946312
https://support.google.com/youtube/topic/2946312
https://support.google.com/plus/answer/2423579?hl=en
https://support.google.com/youtube/answer/2802167?hl=en
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signed-in users who represent that they are 18 years of age and older and whohave clicked 
through a warning message. We are continuing to investigate ways in which we can foster a 
vibrant community for teens.   
 
Uploader age-restrict feature 
This type of age-restriction is imposed by the uploader and is not a result of a review by 
YouTube. This feature gives uploaders more control over their content by allowing them to 
age-restrict their own videos. 
 
Viewers must be logged-in and 18 years of age or older to view age-restricted videos. These 
videos are also are not shown in certain sections of YouTube. Also, age-restricted videos will 
by default not show ads and can not be monetized. 
In deciding whether to age restrict content, you should consider issues such as violence, 
disturbing imagery, nudity, sexually suggestive content, and portrayal of dangerous or illegal 
activities. For further clarification please refer to our Help Center article on Age-restrictions. 
 
Videos that have been proactively age-restricted by the uploader are, however, still subject 
to YouTube's Community Guidelines and can still be flagged by the YouTube Community. If 
YouTube determines a video should be age-restricted, a permanent age restriction will be 
applied, whether or not the video was restricted by the user. 
Using the age-restrict feature 
If you wish to age restrict your video, you can access the feature in two ways. 
During upload flow: 

1. Upload video to YouTube 
2. Click Advanced Settings 
3. Check the box provided under the Age-Restriction heading 

Through the video manager 
1. Go to your Video Manager 
2. Click the "edit" option on the video you wish to age-restrict. 
3. Check the box provided under the Age-Restriction heading 

 
Please identify default settings for each age category of under 18s, as relevant:  
 
See above. 
 
Please identify any steps you have taken to ensure that these settings are easy to 
understand, prominently placed, user friendly and accessible. 
 
See above. 
 

 
3. Where are users able to view and change or update their privacy status? 
tick any that apply) 
 

https://support.google.com/youtube/answer/2802167?hl=en
https://support.google.com/youtube/answer/2802167
http://www.youtube.com/my_videos?o=U
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☐ On each page of the website/service  
X At each point where content may be posted 
X  In separate location such as a settings/safety/privacy page 
☐ In a browser extension 
☐ In a separate app for a connected device 
☐ Other (please specify): ......................................................... 
 
[Please provide details including links or screenshots as relevant] 
 
 

 
4. Which of the following information, resources or help features (if any) are provided to 
encourage users to make informed decisions about their privacy or the information they 
share? 
 

 
X Tips/advice to users at the point of setting privacy options 
X FAQs 
X Help or educational resources in a separate location of service 
X Links to any external NGO agencies offering education or awareness-raising related to 
privacy 
ἦ Links to governmental or EC agencies (Office of Data Protection Commissioner, ENISA 

etc.) in relation to privacy and data protection 
ἦ Other (please specify): ...................................................... 

 
 
[Please provide details including links or screenshots as relevant] 

 
5. Please outline briefly any additional policies or activities (existing or proposed), not 
detailed above, to ensure that personal information is protected, using reasonable 
safeguards appropriate to the sensitivity of the information. 
 

 
N/A 

 

Principle 6 – Education and Awareness 

 

 
Requirements 
Signatories should: 
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● Educate children and young people and give them up to date information to manage 
their access and settings in relation to content, services and applications, adding 
support where possible to existing initiatives and partnerships. 

● Provide advice about features of the service or functionality that are available to 
allow parents to improve the protection of children, such as tools to prevent access 
to certain types of content or service. 

● Provide links to other sources of relevant, independent and authoritative advice for 
parents and carers, teachers, and for children. 

● Provide access to information that will help educate parents, carers, teachers and 
children about media literacy and ethical digital citizenship, and help them think 
critically about the content consumed and created on the internet. 

● Encourage parents and teachers to use this information and talk to their 
children/pupils about the issues arising from the use of online services, including 
such topics as bullying, grooming and, where relevant, cost management 
 

 
 

 
1. Does your company provide its own educational resources aimed at any of the 
following groups? 
 

 
☐   Younger children, i.e. under 13s 
X    Teenagers <18s 
X    Parents and carers 
X    Teachers and other adults 
☐   Others (please specify): ................................................ 
 
 

 
2. Which of the following topics are included within your own company educational 
materials? 
(tick any that apply) 
 

 
X  Online safe behaviour 
X  Privacy issues 
X  Cyberbullying 
X  Download and copyright issues 
X  Safe use of mobile phones  
X  Contact with strangers 
☐  Other topics (please specify)  ................................................ 
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3. With reference to any educational material you provide, which of the following 
methods do you use? 
(tick any as apply) 
 

 
X  Documentation provided with product/contract on purchase/first registration 
☐  A required presentation by salesperson completing sale 
☐  Displays/leaflets positioned prominently in stores 
☐  Notification by email / on-screen statement / other means when product or contract is 
purchased or first registered 
X  Prominent notifications, resources or pop ups on website 
☐  Helpdesk (telephone or online) 
☐  Other (please specify):  ................................................ 
 

In September 2013 we launched a new book on an important subject. Teenagers and 
teachers from all over Europe recently converged at the European Parliament in Brussels to 
promote the educational handbook The Web we Want. The handbook for 13-16 year olds, 
developed by European Schoolnet in partnership with Liberty Global and us, outlines how 
teenagers can benefit from the web while staying safe. Click here to download.  
 

For now, the book is only available in English. In 2014, our goal is to make the handbook 
available in eight additional languages.  
 

The new handbook is just the latest of our educational materials. The YouTube Digital 
Citizenship Curriculum helps high school teachers educate their students on how to flag 
dangerous content. Classes from the Google Digital Literacy and Citizenship Curriculum 
identify online tricks and scams. In Germany we have partnered with local NGOs to publish 
a set of lesson plans to address topics like online reputation. The 250-page curriculum is 
available for free. 
 

For updates on our efforts to support kids, students, teachers and parents exploring the 

http://webwewant.eu/
http://www.eun.org/
http://www.libertyglobal.com/
http://webwewant.eu/handbookdownload/
http://www.google.com/edu/teachers/youtube/curric/
http://www.google.com/edu/teachers/youtube/curric/
http://www.google.com/goodtoknow/web/curriculum/
http://www.medien-in-die-schule.de/
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web in a safe and confident way make sure to check our education resources and Good to 
Know page.  
 
 

4. Please provide details of any links to other external organisations, or relevant, 
independent and authoritative advice for parents/carers, teachers, and for children? 

 

In September 2013 we launched a new book on an important subject. Teenagers and 
teachers from all over Europe recently converged at the European Parliament in Brussels to 
promote the educational handbook The Web We Want. The handbook for 13-16 year olds, 
developed by European Schoolnet in partnership with Liberty Global and us, outlines how 
teenagers can benefit from the web while staying safe. Click here to download.  
 

For now, the book is only available in English. In 2014, our goal is to make the handbook 
available in eight additional languages.  
 

The new handbook is just the latest of our educational materials. The YouTube Digital 
Citizenship Curriculum helps high school teachers educate their students on how to flag 
dangerous content. Classes from the Google Digital Literacy and Citizenship Curriculum 
identify online tricks and scams. In Germany we’ve partnered with local NGOs to publish a 
set of lesson plans to address topics like online reputation. The 250-page curriculum is 
available for free. 
 

For updates on our efforts to support kids, students, teachers and parents exploring the 
web in a safe and confident way make sure to check our education resources and Good to 
Know page.  
 
 

 

5. Please provide details of any campaigns, or active involvement in industry partnerships 
on specific topics to raise public awareness of digital safety for children and young 
people? 

http://www.google.com/edu
http://www.google.com/goodtoknow/
http://www.google.com/goodtoknow/
http://webwewant.eu/
http://www.eun.org/
http://www.libertyglobal.com/
http://webwewant.eu/handbookdownload/
http://www.google.com/edu/teachers/youtube/curric/
http://www.google.com/edu/teachers/youtube/curric/
http://www.google.com/goodtoknow/web/curriculum/
http://www.medien-in-die-schule.de/
http://www.google.com/edu
http://www.google.com/goodtoknow/
http://www.google.com/goodtoknow/
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See above. 
 
 

 

6. Please provide details of any partnerships with NGO, civil society or other educational 
agencies or campaigns to raise public awareness of digital safety for children and young 
people. 
 

 

The YouTube Digital Citizenship Curriculum helps high school teachers educate their 
students on how to flag dangerous content. Classes from the Google Digital Literacy and 
Citizenship Curriculum identify online tricks and scams. In Germany we have partnered with 
local NGOs to publish a set of lesson plans to address topics like online reputation. The 250-
page curriculum is available for free. 
 

For updates on our efforts to support kids, students, teachers and parents exploring the 
web in a safe and confident way make sure to check our education resources and Good to 
Know page.  
 
 

 

7.  Please outline briefly any of your own company initiatives in media literacy and ethical 
digital citizenship, designed to help children and young people to think critically about the 
content consumed and created on the internet. 
 

 

Children love the web. Parents want to make sure their children surf safely. Enter a new 
online platform launched few months ago - juki.  
 

Juki combines a video community, interactive lessons, an encyclopedia, and an animation 
studio, all designed with child safety in mind. It invites children from eight to 12-years-old to 
explore and participate. They can watch videos contributed by other kids and create and 
upload their own videos. The animation studio allows children to create their own animated 
short films. Children learn how to safely navigate the web, how to be creative while still 
taking care of copyright, and enjoy interactive lessons with quiz and games.  
 

http://www.google.com/edu/teachers/youtube/curric/
http://www.google.com/goodtoknow/web/curriculum/
http://www.google.com/goodtoknow/web/curriculum/
http://www.medien-in-die-schule.de/
http://www.google.com/edu
http://www.google.com/goodtoknow/
http://www.google.com/goodtoknow/
http://www.juki.de/
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Juki is the latest initiative supported by Google in Germany to promote child safety and 
positive content for kids on the web. We helped the child-friendly search-engine fragFINN 
since its 2007 launch. 
 

The juki project is part of the German government’s initiative Ein Netz für Kinder (A Net for 
Children) and is supported by the Federal Ministry for Families and Youth and the Federal 
Ministry Culture and Media. Other partners include the German child welfare association 
DKHW, and voluntary self-regulation organisation`s FSF and FSM.  
 

The new platform builds in strong safety controls. Parents get involved in the registration 
process and are required to activate the accounts for their kids. We hope this will 
encourage both parents and kids to discuss and share online activities, while exploring, 
creating and learning on the web.  
 

We are always on the lookout for creative ways to spread the safety message. In Greece, 
the local Saferinternet.gr coalition produced a play called “The Internet Farm.” After the 
performances, children, teachers and parents participate in safety workshops.  
 

In Germany, we have partnered with the biggest festival of German-language children’s 
media Golden Sparrow, supporting a new online prize promoting child safety. This year’s 
winner, Kindernetz, was recently announced. Our YouTube 361° Respect campaign against 
racism, discrimination and bullying recently had its grand finale featuring the pop band 
“Glasperlenspiel.”  
 
 

8. Please provide details of any advice and supports to encourage parents or teachers to 
talk to their children/ pupils about the opportunities and risks arising from their use of the 
internet. 

 

Please be careful when you are trying to impress Daisy Duck. Not everybody is who they 
seem to be. If you give away your password, then you can end up with someone stealing 
your rich uncle's fortune! 
 
Does this sound strange? Well, it makes perfect sense if you read a recent special edition of 
the Donald Duck magazine in Norway focused on online safety. We recently teamed up with 
industry associations and public and private partners to produce the magazine. More than 
300,000 copies were distributed to Norwegian kindergartens.  
 

http://www.fragfinn.de/kinderliste.html
http://ein-netz-fuer-kinder.de/gemeinsame_initiative/index.php
http://www.dkhw.de/cms/
http://en.fsf.de/
http://www.fsm.de/en
http://www.saferinternet.gr/
http://www.goldenerspatz.de/
http://www.youtube.com/user/361gradtoleranz
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Kids growing up in this digital age use the Internet for pretty much everything; 
entertainment, communication, education and when they get that far; new technologies 
will play an important role in their work. Never has a generation needed digital guidance as 
the one growing up now. And we were thinking: who would be a better digital guide for kids 
than Donald Duck? 
 

In the book, Donald gets himself into trouble. He is guarding his uncle’s fortune with the 
help of a gigantic robot but trying as always to charm Daisy Duck - this time on the Internet. 
An unsuspecting Donald is lured into downloading a virus and giving away his password to 
Magica de Spell on “Duckbook”. No surprise: she takes control of the robot and the fortune. 
 

However, all ends well, Donald even gets a prize for his digital skills and hopefully Donald 
and the tips and tricks in the magazine helps kids to safely enjoy the benefits of the 
Internet.  
 
 

9.  Please outline any additional activities or initiatives not detailed above that relate to 
education and awareness-raising offered by your service or product.   
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See above. 
 

 
 
 


